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Functions deployed as zip files <= 250 MB

One language: Node

1 vCPU, up to 1 GB memory

Simple HTTP triggers

Dedicated sandboxes and microVMs

Container deployment

Many languages, including compiled

Multi-core functions

Serverless workflows

Functions with multi-threading and concurrency are a novelty in 2024.

Cloud still has a lot to learn from HPC!
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31. How does Lambda support parallel processing?

Developers can run multiple applications and/or multiple copies of the same application 
simultaneously. They can also access Lambda APIs programmatically from within applications, using the 
AWS client SDK, which allows them to delegate and orchestrate work by running other applications.

Cloud

HPC

Burst Launches, Colocation Policies
Bulk Synchronous Parallel Model
Communicators, Message Passing, Collectives
…

Embarrassingly Parallel
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