Marcin Copik High-Performance Serverless

Torsten Hoefler (advisor) for HPC and Clouds

Serverless Functions & High Performance: Challenges, Restrictions, Opportunities

@D How to build serverless
@) scrvices?

©
8]aSeBS, the Serverless Benchmark Suite 595 FMI, Serverless Communication

Understanding Faa$S performance with a representative and standardized benchmark suite. Bringing direct and collective communication to serverless with MPI-compatible interface.
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A]. How does serverless performance % Can functions communicate
A look like? Can we measure it? efficiently in FaaS?

Can we make serverless
Invocations fast?

How can functions improve
the efficiency of HPC systems?

How to make the programming
model more efficient?
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Using RDMA and leases for FaaSt invocations in HPC. Co-locating HPC workloads and functions targets nodes with short availability and improves system utilization.
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Offloading HPC to Functions
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Path from server-centric deployment to FaaS on the example of a complex service: ZooKeeper. Serverless process: introducing new abstraction to improve data locality and integration.
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How much cheaper is FaaSKeeper than ZooKeeper?
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